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Motivations

Interactive drawing of an evolutionary hierarchical graph 7
Application: browsing the flow graph of a malware

o identifying/viewing/folding procedures by semantic analysis

@ visualizing properties at some points in the program

Interactive/adaptative drawings of small 2D directed graphs (|V/| & 100): allowing
node contraction (folding), and layout updating without entire recomputation !

~~ Grandalf : small Python module for experimental Graph layout testings
SRR htipsi//github.com/bdcht /grandalf
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Existing Tools
see [1]

@ program flow browsers:

» IDA, BinNavi: good interfaces but fails
at semantic-driven analysis,

@ graph drawings:
> general-purpose, 2D:

* graphviz (open source, C),

* OGDF (GPL, C++), PIGALE (GPL,
C++), GUESS, ...

* GDToolkit (commercial, C++), yFiles
(commercial, Java)
> Huge graphs, 2D: Tulip (GPL, C++),

» Huge graphs, 3D: OGDF, Walrus (GPL,
Java).
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Graph theory basics

Definition
A Graph is a pair G = (V, E) of sets such that E C V2. J

@ V are vertices (nodes, points), and E are edges (lines, segments)

@ v € V has neighbours (adjacent nodes)

@ a path P is a subgraph of distinct nodes v, ..., vk s.t (v, vi11) € E.
@ G has k-connected components: forall v;,v; € V/, 3k paths.
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Graph theory basics

Properties:

@ A graph G is directed if one can distinguish initial /terminal nodes for an
edge. G is hierarchical if it has also a rooted tree T.

@ A graph G is acyclic if no path are closed. Then G is a forest, its
components are trees.

@ A graph is planar if it can be drawn on a plane with no edge crossing.

. #/A

‘/ A

~~ minimize edge-crossing for non-planar graphs !
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Graph Drawing Principles

for all graphs :

Drawing Rules
Many static/dynamic, semantic/structural rules:
@ avoiding node overlapping,
minimizing edge crossing, minimize total edge length
favor straight line placement, avoid edge bends,

balance width/height,

°
o
@ use hierarchical information,
°
@ show symmetries,

= link with many NP-complete problems
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Layouts and Methods

Hierarchical vs. undirected layouts:

Undirected graphs : 2D or 3D, can be of huge sizes, focusing mainly on

connectivity so that force-driven (energy minimization) methods
give good drawings.

Hierarchical graphs : mostly 2D (or 2.5D) graphs for which edge directions

provide a natural global orientation of the graph from a top root
node down to leaves.

Methods and Solvers
@ heuristics algorithms

— efficient but not suited to user-defined constraints
@ Constraint based solvers

= inefficient but depend on constraints expressions only
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© Sugiyama Hierarchical Layout
o 1. Layering
@ 2. Ordering
@ 3. x-coordinate assignment
@ 4. y-coordinate assignment
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1. Layering

L= (Ly,...,Lp), ordered partition of V into layers L;.

@ directed acyclic graph: = cycle removal algorithm

for v in queue:

@ simple "natural” layering: put top nodes (no "in" edges) in queue,
v.rank=max([x.rank for x in v.N(—1)]+[—-1])+1
for e in v.e_out(): e.scan=True
for x in v.N(+1):

if not (False in

queue.add(x)

[e.scan for e in x.e_in()])

@ add "dummy” nodes for edges that span over several layers
minimum total edge length = simplex solver
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2. Ordering

see [3]

Global ordering decomposed into iterated 2-layers ordering:

2-layers ordering

optimal edge crossing is NP | but many heuristics for approx. solutions by fixing
L; and ordering L;i1:

e position of v; depend on upper/lower neighbours (median, barycenter)
@ count all crossings and exchange accordingly.
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3. x-coordinate assignment
see [3, 1]

ordering # horizontal assigment:

= need to guarantee vertical inner segments, fair balance etc.
Horizontal alignment

minimize > ., ,)cg W(€)|u.x — v.x| subject to minimum separation

@ select edges that influence alignment

o perform 4 vertical alignments with median heuristic
> upper/left, upper/right alignement
> lower/left, lower/right alignement

:/ e o I
® ®
@ sort 4 coords and set v.x to barycenter of medians
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4. y-coordinate assignment

What about Node size ?

Previous heuristics assume all nodes have same size, avoiding edge routing
problems...

@ height of layer L; set to max ' - ._
height of its nodes...simple s , '
but not optimal ! T P e

@ other heuristics

exists[2]...more heuristics on 'L‘"""‘
heuristics...
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© Force-driven Hierarchical Layout
@ Energy minimization

@ Hierarchical layer constraints

@ Quadratic Programming with Orthogonal Constraints
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Energy minimization
see [4, 5]

introduced in 1989 by Kamada&HKawai for undirected graph G = (V, E). The
idea is to minimize:

o(X) =Y wi(I1Xi = Xl — dy)’
i<j
where X; = (vi.x, vj.y), djj is the ideal distance between node v; and v; (ie. graph
distance), and w;; = 1/d7 is a normalization coefficent.
Note that, >, w; || X; — Xi||? = Tr(X* - L" - X) with L" the weighted Laplacian

, wi; =7
matrix of G: LY = Z'# o . J s.t we have:
— Wij, / 7&./

o(X) < Cst+ Tr(Xt- L - X) — 2Tr(X" - [wd/Z . 2)

OF (X)=0=L" X =1L"?.Z
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Hierarchical contrained Energy
see [6]

hierarchical energy: take w;; =1 and 0;; = v;.y — vj.y (1if (vi,v;) € E), a
partition of V' is given by minimizing E(Y) = %Ei’j wii(yi — yj — 0jf)

= "Y=b (Y-1=0)
with b; = Zj W’J(S’J
NS TN
TS RN | IS . / )
DA AR / Ji \
e NN \
LA \
(b) 6 bands

(¢) 4 bands

(d) 2 bands
(illustration from [6])

L% is semi-definite positive = Conjugated gradient O(n) iterations.
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Quadratic Programming with Orthogonal Constraints
see [6, 5]

minimize o(X), subject to contraints :

Vv € level(i): viy>1, i=1..k

Vv € level(i+1):  viy + Al <,

=

o gradient descent (Xi;1 = minx FX(X))
e projection to levels M(X1) = Xis1
@ set Xk+1 = Xk + Ol()/\(k+1 — Xk)
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